Protein crystallography for aspiring crystallographers or how to avoid pitfalls and traps in macromolecular structure determination
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The number of macromolecular structures deposited in the Protein Data Bank now approaches 100 000, with the vast majority of them determined by crystallographic methods. Thousands of papers describing such structures have been published in the scientific literature, and 20 Nobel Prizes in chemistry or medicine have been awarded for discoveries based on macromolecular crystallography. New hardware and software tools have made crystallography appear to be an almost routine (but still far from being analytical) technique and many structures are now being determined by scientists with very limited experience in the practical aspects of the field. However, this apparent ease is sometimes illusory and proper procedures need to be followed to maintain high standards of structure quality. In addition, many noncrystallographers may have problems with the critical evaluation and interpretation of structural results published in the scientific literature. The present review provides an outline of the technical aspects of crystallography for less experienced practitioners, as well as information that might be useful for users of macromolecular structures, aiming to show them how to interpret (but not overinterpret) the information present in the coordinate files and in their description. A discussion of the extent of information that can be gleaned from the atomic coordinates of structures solved at different resolution is provided, as well as problems and pitfalls encountered in structure determination and interpretation.

Abbreviations
3D, three-dimensional; ADP, atomic displacement parameter; BPTI, bovine pancreatic trypsin inhibitor; CCD, charge-coupled device; DM, direct methods; MIR, multiple isomorphous replacement; MR, molecular replacement; PAD, pixel array detector; PDB, Protein Data Bank; RSCC, real-space correlation coefficient; RSR, real-space residual; SAD/MAD, single/multiple anomalous diffraction; SG, structural genomics; TLS, translational/librational/screw; XFEL, X-ray free electron laser.
Introduction

Protein crystallography is a branch of science that is now considered to be quite mature, with the unintended consequence that fewer and fewer scientists are actually trained in its application. The users of macromolecular structures often know even less about how far to trust the published information. Thus, some time ago, we published a didactic review that aimed to remedy this situation [1]. Although the title was ‘Protein crystallography for non-crystallographers …’, the review contained material that could be useful also to less-experienced practitioners of this field. We have learned that that review has been used in many academic and commercial structural biology laboratories as a manual for new members. During the more than 5 years since the original publication, the number of structures deposited in the Protein Data Bank (PDB) [2,3] has approximately doubled, and many of the new structures have been determined by scientists who are principally active in other areas of structural biology, or even of just biology in general. Although the availability of modern instruments and software tools makes structure determination appear almost routine, this is quite often not the case. Hence, the present update of the original review is directed not only to the users of macromolecular structures, but also to some of the younger providers of structural data. In the spirit of full disclosure and to prevent possible flagging of the present review as self-plagiarism, we would like to clearly state that it is based, to a certain extent, on the material previously published in this journal [1], although, here, we address the substantial progress that was achieved in structure determination/analysis during last 5 years. An important addition to the previously published material is a glossary presented at the end of the present review, in which we define the terms that need to be known by all practicing crystallographers, with some of them being also useful for non-crystallographers who utilize structural data. We treat the preparation of the previous and the present publication as fulfillment of our mission as educators, a mission that is particularly pressing in the light of the almost complete disappearance of crystallography courses from the university curricula worldwide. Parenthetically, this ban appears to be totally irrational in view of the past, present and foreseeable success of this discipline, a fact that is even celebrated by the United Nations in their declaration of 2014 as the International Year of Crystallography (IYCr2014).

Macromolecular crystallography has changed in a very major way during the more than half-century since the first protein structure (of myoglobin at 6 Å resolution) [4] was published. Although only seven protein structures were included in the PDB when it was established in 1971, the number now exceeds 93 000, with more than 80 000 of them determined by crystallography. The pace of structure determination has accelerated during the last quarter century owing to automation of protein production and crystallization, the routine availability of very powerful synchrotron X-ray sources, as well as the introduction of sophisticated new algorithms and computer software for diffraction data collection, structure solution, refinement and presentation. Of particular importance are structural genomics (SG) efforts conducted in a number of centers worldwide, which can be credited with more than 12 000 deposited crystal structures as of June 2013 (W. Minor, unpublished data). Although the total number of unique protein folds that can be found in nature is still under debate [5] and the structures of many proteins, especially those integral to cell membranes, are still unknown, the gaps in our knowledge are being filled quite rapidly.

Protein crystallography was once an arcane technique accessible only to well-trained scientists and its initial development was a real tour-de-force. It is not surprising that determination of the structure of haemoglobin took more than 20 years because all of the appropriate methodology had to be invented [6]. It is less obvious that, even later, some structures of comparatively simple proteins took many years to solve. An example may be provided by nerve growth factor, a dimer of two chains, each comprising 118 amino acid residues. Although the first crystallization report was published in 1975 [7] and work was continued uninterrupted in subsequent years, the structure itself was determined only in 1991 [8]. Not surprisingly, determination of the structures of some complex molecular machines was also a long and laborious process. An example of a monumental work that led to a Nobel Prize is the determination of the structure of the ribosome. Although microcrystals of ribosomes were isolated as early as 1970 [9] and single crystals were grown a decade later [10], it took another two decades of extensive efforts in several laboratories to provide the first atomic models [11–13]. More routine structures can now be determined very quickly, even in hours, although sometimes the resulting publication may show the limited experience of the investigators in solving and interpreting the structures of macromolecules. Although several rigorous [14,15] or simpler [16–18] textbooks describing protein crystallography have been published in the years subsequent to the appearance of the iconic book by Blundell and Johnson [19], it appears that the information contained in them is not always fully utilized. Another very important reference for all crystal-
lographers are the monumental multivolume *International Tables for Crystallography* [20]. Volume A, in particular, contains a comprehensive description of crystal symmetry, and volume F is dedicated to protein crystallography. Because the mathematical treatment presented in volume A is rather advanced, it is possible to refer to a simplified description of how to interpret the contents [21]. It may also not be completely clear to noncrystallographers regarding how to interpret some other technical aspects of crystallographic data, although it has always been obvious that 'macromolecular structure matters' [22]. In the present review, we address all of these problems.

When the first protein structures were published, they were rather crude, although even then much could be learned from them about how the molecules look and function. Ever since structure refinement became routine, their quality has vastly improved, although an assessment of the quality of macromolecular structures corrected for technical difficulty, novelty, size and resolution [23] has concluded that, on average, the quality of protein structures has been quite constant over approximately 35 years. However, it is now technically possible to continually re-refine the structures deposited in the PDB using the original experimental data but with the ever improving computational tools, although not much further improvement in structure quality is expected [24]. We will discuss some aspects of such efforts as well.

**Preparation and crystallization of macromolecules**

Studies of various protein crystals predate the first diffraction experiments; for example, 600 microscopic photographs of the crystals of haemoglobin from the blood of different animals, as well as their detailed description, were published over a century ago [25]. Of course, these were purely phenomenological descriptions that did not provide any information about the structure of the proteins themselves; the first structures of myoglobin and haemoglobin became available only half a century later [4,6]. In those cases, as well as in all early crystallographic studies of proteins and nucleic acids, the macromolecules were isolated from their natural sources by a variety of biochemical procedures. Structural studies of proteins directly isolated from such sources are now an exception rather than a rule because the vast majority of target macromolecules are produced through genetic engineering of bacteria, primarily *Escherichia coli*, or in a variety of eukaryotic cells.

The crystallization of biological macromolecules has been described in great detail in classic textbooks [26–28], as well as in many research papers. Although, early on, each crystallographer approached the problem in an individual way, the procedures have been largely standardized, especially as a result of the availability of crystallization kits, as well as robots for the preparation of solutions, setting up crystallizations and even for seeding, etc. The earliest batch methods that involved simply mixing protein solutions with precipitants are still in use in special cases or in smaller laboratories, although their significance for routine crystallizations is declining as a result of the domination of high-throughput approaches. Equilibration involving diffusion through membranes is also rare because it does not lend itself to automation. The most common modes of equilibrating protein solutions with precipitants involve vapour diffusion, either in a sitting-drop or hanging-drop mode. For practical details of the procedures, we would recommend the textbooks mentioned above, as well as instructions found on the web pages of the suppliers of crystallization kits.

The availability of crystallization robots and the miniaturization of the crystallization apparatus led to a very significant decrease in the amounts of protein required for setting up a broad preliminary screen. Although the rule-of-thumb used to be that approximately 10 mg of pure protein was needed, even as little as 1 mg may now be sufficient for investigating a very wide range of crystallization conditions. However, the crystallization of a particular protein is still sometimes a hit-and-miss affair, and a number of salvage procedures that involve changing the organism from which a protein is derived, trimming parts of the polypeptide chain by controlled proteolysis, directed mutation of surface residues and utilization of crystallization chaperones, etc., are sometimes needed. The currently used procedures have been frequently described in reviews, such as that by Bukowska and Grütter [29].

It should be noted that there is no perfect correlation between the appearance of a crystal under the microscope and its ability to diffract X-rays. For example, apparently perfect crystals of *Medicago truncatula* serine/threonine protein kinase (Fig. 1A) did not diffract at all and decent looking crystals of survivin B from *Xenopus laevis* (Fig. 1B) did not diffract beyond 10 Å (Fig. 1E), whereas a very odd-looking crystal of a Z-DNA dodecamer (Fig. 1C) provided high-quality data at ultrahigh (0.75 Å) resolution (Fig. 1D).

Particularly difficult crystallization-related problems are presented by integral membrane proteins. Because of difficulties in crystallizing such proteins, their structures represent only a small fraction of the coordinates in the PDB. However, the importance of structural knowledge of integral membrane proteins for the understanding of biologically important processes cannot be
overemphasized, as shown by the award of several Nobel Prizes for work that involved crystallographic studies by at least one of the recipients. Deisenhofer et al. [30] determined the structure of the photosynthetic reaction center, Jiang et al. [31,32] studied water and ion channels and Rasmussen et al. [33] investigated structural and biological properties of G-protein-coupled receptors. The latter studies, in particular, required very extensive modification of the receptors utilizing monoclonal antibodies, nanobodies and fusion with T4 lysozyme [34–36]. Useful crystals could not be obtained without such modifications. The question always remains regarding how these modifications affect our biological analysis of macromolecular structures.

**X-ray sources used in crystallographic experiments**

Macromolecular crystallography relies almost exclusively on the scattering of X-rays by the electrons in the molecules constituting the investigated sample. Scattering of particles, such as neutrons or electrons, is also used to investigate macromolecular crystals, although only a small fraction (< 0.1%) of the published macromolecular structures have been determined this way and they are not discussed here further. It should be emphasized, however, that those methods, although experimentally much more demanding, provide extremely valuable information. Neutron scattering, for example, informs about the coordinates of hydrogen atoms (often crucial to the understanding of the functioning of macromolecules), which are very rarely directly located by the X-ray experiments (owing to their minute contribution to the electron cloud) [37,38].

The sources of X-rays used for crystallographic experiments and the methods of their detection have undergone dramatic changes and improvements during the more than a century since Röntgen’s discovery. For most of that period, X-rays were generated in
various types of vacuum tubes, in which highly accelerated electrons were bombarding anode targets made of metals such as copper (Cu) or molybdenum (Mo), leading to the emission of characteristic X-rays with wavelengths dependent on the anode material, superimposed on a background of white radiation. Although Mo anodes, generating X-rays with a wavelength of $\lambda = 0.7107 \text{Å}$, were traditionally used for data collection from crystals of small molecules, macromolecular crystallographers have usually utilized X-rays generated with Cu anodes (wavelength of $\lambda = 1.5418 \text{Å}$). Because the X-ray beam generated with this technique is not monochromatic, it has to be either filtered through material that absorbs the unwanted photons (such as zirconium for Mo radiation or nickel for Cu radiation) or monochromatized using crystals or mirrors. X-ray tubes have undergone major improvements in their design, which replaced sealed tubes with rotating-anode generators, in which the metal target rotation prevents local heat build-up and allows generation of beams with much higher flux.

A major change in the method of X-ray generation took place in the mid-1970s, when the application of synchrotron radiation became practical [39,40]. Although the early use of synchrotron sources (or, more precisely, electron or positron storage rings) by crystallographers was parasitic in nature (those instruments were principally designed for particle physics), purpose-built second- and third-generation storage rings became available in the 1980s and 1990s, and they were vastly improved since then. These instrumental advances increased the available fluxes of X-rays by many orders of magnitude, and allowed easy selection of any wavelength in the approximate range 0.5–3.0Å, rather than relying on fixed wavelengths of the conventional sources. This added flexibility has led to the universal utilization of anomalous scattering for phase determination (see below).

A new development in the way X-rays are generated is the introduction of X-ray free electron lasers (XFEL) as their source. An XFEL can be considered as a ‘cross’ between optical lasers (light amplification by stimulated emission of radiation) and a synchrotron. In variance with a classical synchrotron storage ring, in XFEL, the electrons are accelerated in a linear device but, in variance with an optical laser, there is no energy pumping in a closed system; rather, the electrons are accelerated to relativistic velocity by an oscillating microwave field in a long (several kilometres) system of superconducting cavities. The accelerated electrons are then passed on a slalom through a very long (several hundred metres) undulator where they emit electromagnetic radiation. Because the electrons are only somewhat slower than the emitted light, the two waves interact, leading to gradual organization of the electrons into a series of very thin discs in which they behave coherently. In particular, they emit synchronously extremely short and intense flashes of coherent electromagnetic radiation in a process called SASE (self-amplified spontaneous emission). A single accelerator can drive several undulators at the same time. The first XFEL devices [LCLS (Linac Coherent Light Source) at Stanford and the RIKEN XFEL in Japan] are already operational. The European XFEL under construction in Hamburg will have five undulators with ten experimental stations. The flux available from these new sources is again many orders of magnitude higher than what can be obtained even at the best third-generation synchrotron sources. Although practical use of these most modern instruments is still at early testing stages, the first novel protein structure obtained with the use of XFEL at LCLS was recently published [41], and the scientists at RIKEN have shown that the quality of XFEL data collected with their new instrument may be sufficient to detect the anomalous signal of sulfur atoms although, so far, it is not quite adequate for structure determination from such a signal alone [42].

This change in the way X-rays are generated has had a major practical consequence for the operation of crystallographic laboratories. In the past, X-ray generators were found in each laboratory and all data were collected locally. Synchrotron sources, on the other hand, are central facilities, with still only a relatively small number (38 with diffraction capabilities) of such installations operating globally. The originally adopted mode of operation was to preliminarily characterize crystals at a home source, and to travel to a synchrotron to collect the ultimate data used to determine and refine the structures. However, improvements in automation and data transmission technology have led to the current practice, whereby a large number of cryo-cooled crystals are mounted in holders called ‘pucks’ and sent to a synchrotron facility in dewar shippers. At the beamline, the pucks are placed in robotic devices that allow rapid mounting of the crystals in the X-ray beam. The whole process of data collection can be accomplished by remote computer access or by mail-in crystallography; the latter when data are collected by synchrotron-based staff. Thus, synchrotron-based data collection can be, in principle, a travel-free procedure unless physical presence of the experimenter increases the efficiency of the whole structure determination process or enables, for example, immediate structure–function studies in a feedback loop, whereby the experimenter modifies the research protocol according to structural results generated on-the-fly.
**Detectors**

Development of better detectors of X-rays also contributed significantly to the improvements of data collection methodology. At first, for more than half a century, the detector of choice was a photographic film (used even for the iconic image of a hand recorded by Röntgen himself). Scintillation counters were later used with X-ray diffractometers, which were superseded by two-dimensional multiwire detectors introduced in the 1980s (their development led to the award of the Nobel Prize in Physics in 1992 to Georges Charpak) and, later, by image plates, charge-coupled devices (CCDs) and pixel array detectors (PADs). Although read-out of a diffraction pattern from a film (including chemical processing, drying and scanning, initially by eye, and later by electronic scanners) would take hours, new detectors can be read-out in a small fraction of a second. With the availability of short-duration pulsed X-ray sources, it is now possible to record X-ray diffraction images with femtosecond exposure [41].

**The nature of X-ray diffraction data**

Because the highly similar structural motifs that form the individual unit cells are repeated throughout its entire volume in a periodic fashion, a crystal can be treated as a three-dimensional (3D) diffraction grating. As a result, the scattering of X-rays is enormously enhanced in selected directions, and completely extinguished in other directions. This is governed only by the geometry (size and shape) of the crystal unit cell and of the wavelength of the X-rays, which should be of the same range as the interatomic distances (chemical bonds) in molecules. However, the effectiveness of interference of the diffracted rays in each direction, and therefore the intensity of each diffracted ray, depends on the constellation of all atoms within the unit cell. In other words, the crystal structure is encoded in the diffracted X-rays (i.e. the shape and symmetry of the cell define the directions of the diffracted beams, and the locations of all atoms in the cell define their intensities). The larger the unit cell, the more diffracted beams (called ‘reflections’) can be observed. Moreover, the position of each atom in the crystal structure influences the intensities of all the reflections and, conversely, the intensity of each individual reflection depends on the positions of all atoms in the unit cell. It is therefore not possible to solve only a selected, small part of the crystal structure without modelling the rest of it. This is in contrast to other structural techniques such as NMR or extended X-ray absorption fine structure studies, in which data derived from different parts of a molecule can be separated.

**Practical aspects of collecting diffraction data**

A diffraction experiment involves measurements of a large number of reflection intensities (an example of a diffraction pattern is provided in Fig. 1D). Because crystals have certain symmetry, some reflections are expected to be equivalent and thus to have identical intensity. The average number of measurements per one individual, symmetrically unique reflection is called redundancy or multiplicity. Because every reflection is measured with a certain degree of random error, the higher the redundancy, the more accurate the final estimation of the averaged reflection intensity. However, the desire for high redundancy, and thus longer and/or more intense exposure of crystals to X-rays, also has a price. The diffraction quality of crystals degrades with cumulative absorbed dose of energy from exposure to high-intensity X-rays, eventually resulting in their severe damage or destruction, as manifested most dramatically by the deterioration of the high resolution limit of the diffraction pattern. Proper application of corrections for sample decay can improve the accuracy of the processed data. Unfortunately, decay as a result of radiation damage is typically associated with specific structural changes, such as breakage of disulfide bonds and decarboxylation of acidic groups, etc., and these effects cannot be easily ‘repaired’. Nevertheless, when data redundancy is high, extrapolation to zero absorbed dose may provide some improvement of data quality [43,44]. However, it should always be kept in mind that even the best correction algorithms cannot restore non-existent data. Various types of data collection strategy software exist that can estimate the radiation dose a crystal can withstand and still produce useful data, as well as assess the values of data collection parameters (exposure time, beam attenuation, crystal rotation angles, etc.) that would maximize the amount of information collected from a crystal (or crystals) during accumulation of that dose. Probably the most popular software is BEST [45,46]. However it is surprising that, despite the availability of wonderful strategy software, experimenters still collect many sub-optimal data sets (poorly chosen oscillation range and diffraction covering only a small part of a large detector).

There are other factors that affect the optimal design of a diffraction data collection strategy. Some depend upon the equipment used to perform the experiments: the size and dynamic range of the X-ray
detector, the noise associated with the read-out process and the accuracy of spindle axis movement, etc. Other factors are associated with the internal order of the crystal itself and thus are beyond the control of the experimenter (unless, of course, better crystals can be grown): the crystal unit cell parameters, symmetry (crystallographic space group), and mosaicity. Taking all these factors into account requires not only good strategy software, but, most of all, sophisticated experimental protocols. Such protocols need to be optimized for the four types of the experimental data that are routinely collected, for use with: single/multiple anomalous diffraction (SAD/MAD), molecular replacement (MR), ligand searches or structure refinement. An examination of the productivity of synchrotron stations shows that similarly equipped synchrotron beamlines can differ in productivity by an order of magnitude. The difference is even more striking when one examines only SAD/MAD structures, which, by their nature, require higher data quality than MR.

Experimenter do not always realize that what is possible is not necessarily equivalent to what is best for producing the highest quality diffraction data. For example, the new PADs have three important features that are advantageous over the previous generation of CCD detectors: very short time and noise-free read-out, as well as very high dynamic range. The very short read-out time can be used for ‘shutterless’ data collection and elimination of errors from imperfect synchronization between shutter and spindle axis movement. Unfortunately, the short read-out time encourages collection of images with very small oscillation angles, sometimes as small as 3% of the mosaic spread of a typical crystal. Such a data collection protocol can result in thousands of diffraction images just wasting time and disk space. With only a few X-ray counts even at relatively strong reflection spots, the diffraction pattern may be dominated by noise (elimination of read-out noise does not eliminate other sources of noise, such as incoherent scattering). Thus, in this example, data reduction software must deal with poor data, not as a result of poor crystals but rather a poor data collection strategy. There is no gain in dividing each reflection into more than five images [47] and \(\Delta \phi\) values in the range 0.1–0.45° are adequate in most cases. Using the tradition-sanctioned ‘standard’ value of 1° is almost always wrong for relatively low mosaicity crystals, although it is most often used, evidently for psychological reasons, or maybe because, in the past, scaling software needed the presence of fully recorded reflections. Rotation of 1° may be disastrous for longer unit cells as a result of a large number of overlaps in the medium to high resolution area of the detector.

CCD and PAD detectors may have some inactive or damaged areas or pixels. Figure 1D shows a diffraction image where the inactive regions between the mosaic detector tiles are apparent. Some spurious features (sometimes called ‘zingers’) or bad individual detector pixels are also clearly visible close to the detector corners, although they do not look so prominent on the zoomed fragment (Fig. 1D, inset). Such bad pixels are ignored by image integration software and do not harm data quality, unless the integration software is unable to correctly recognize and exclude bad pixels during profile fitting or integration of the diffraction spot. In that case, however, the offending reflection may be rejected as an outlier during the data scaling/merging process. Dealing with detector artefacts, crystals with high and/or anisotropic mosaicity, and the pathologies of the experimental system (such as uneven motion of the spindle axis) still presents a challenge for much of the available data reduction software. All of the popular data reduction software [HKL-2000 (Denzo/Scalepack), MOSFLM/AIMLESS and XDS, listed here in cumulative order of their utilization according to the annotation of PDB entries] are able to produce very high quality data given well-diffracting single crystals and correctly performed diffraction experiments. We are not certain how to evaluate the performance of the ‘software’ NULL, which is consistently acknowledged every year in approximately 400 new PDB entries.

In principle, a macromolecular diffraction experiment is an easy one because only four parameters are controlled by the experimenter (detector–sample distance, wavelength, exposure time and oscillation angle). The difficulty, however, arises from the fact that macromolecular crystals are far from ideal and the experimenter has to decide what trade-offs are best for a particular crystal, type of experiment (MR, SAD/MAD, ligand screening, etc.) and experimental set-up. Moreover, the sample is changing during the experiment as a result of radiation damage. In practice, it is very difficult for a casual user to identify the correlation between crystal and experimental set-up limitations. The best data reduction software allows for simultaneous integration and scaling (and sometimes structure determination) as the diffraction images are collected, which provides almost instantaneous feedback, including information about radiation damage. There is one more, sometimes neglected, role of data reduction software: it allows the beamline personnel to establish the best experimental protocols and identify and correct many equipment malfunctions.
Assessment of the quality of diffraction data

The spread of individual intensities of all symmetry-equivalent reflections, contributing to the same unique reflection, is usually gauged by the residual $R_{\text{merge}}$ (sometimes called $R_{\text{sym}}$ or $R_{\text{eq}}$). The averaging process is known as ‘scaling and merging’, and its result is a set of unique reflection intensities, each accompanied by standard uncertainty, or estimate of error. Multiple observations of the same reflection provide a means to identify and reject outliers, which may have resulted, for example, from instrumental glitches. However, the number of such rejections should be minimal, a fraction of a percent at most. $R_{\text{merge}}$ is defined as

$$R_{\text{merge}} = \frac{\sum_h \Sigma_i |<I_{h,i}> - I_{h,i}|}{\sum_h \Sigma_i I_{h,i}}$$

where $h$ enumerates the unique reflections and $i$ represents their symmetry-equivalent contributors. Although this indicator has been traditionally reported in most crystallographic papers as an indicator of data quality, it is not perfect [48] because it does not take into account measurement multiplicity. In general, higher multiplicity leads to increased $R_{\text{merge}}$ [49], although the availability of more measurements should lead to improved accuracy of the final data set. Thus, more elaborate versions of $R_{\text{merge}}$ have been proposed. One of them is $R_{\text{meas}}$ defined as

$$R_{\text{meas}} = \frac{\sum_h \Sigma_i |<I_{h,i}> - I_{h,i}|}{\sum_h \Sigma_i I_{h,i}}$$

$$\Sigma_h \Sigma_i |<I_{h,i}> - I_{h,i}|$$

where $h$ denotes multiplicity [49]. It was shown that the values of $R_{\text{meas}}$ for low-redundancy data sets are as high as those for high-redundancy data sets, and that $R_{\text{meas}}$ for combining two data sets is close to their individual $R_{\text{meas}}$ values in the absence of systematic differences. Thus, the modified indicator of data quality is preferable to the original one but, unfortunately, it is not required by the journals and the PDB. Another index is the precision-indicating merging $R$ factor $R_{\text{pim}}$, defined as

$$R_{\text{pim}} = \frac{\sum_h \Sigma_i |<I_{h,i}> - I_{h,i}|/c_0}{\sum_h \Sigma_i I_{h,i}}$$

where $c_0$ is the standard uncertainty, or estimate of error. Multiple observations of a percent at most.

A high-quality set of diffraction data should be characterized by an overall value of $R_{\text{merge}}$ (or $R_{\text{meas}}$) of less than 4–5%, although, with well-optimized experimental systems and good-quality crystals, it can be even lower. In our opinion, a value higher than 10% suggests sub-optimal data quality, although data with $R_{\text{merge}}$ as high as 20% may still lead to a plausible solution of important/difficult structures. A traditionally accepted indication that the resolution limit has been reached was when the $R_{\text{merge}}$ reaches approximately 60% for low-symmetry crystals and even more for high-symmetry crystals, or when the average ratio of reflection intensity to its estimated error, $I/\sigma(I)$ (in some software, this is defined as $<I>/<\sigma(I)>$, in other software, it is defined as $<I>/\sigma(I)$), drops below approximately 2.0 in the highest resolution shell. However, this cut-off is somewhat arbitrary and, as recently noted, ‘an appropriate choice of resolution cutoff is difficult and sometimes seems to be performed mainly to satisfy referees’ [51]. It has been recently postulated that these criteria may be too conservative and that even weaker high-resolution data could improve the refined model [52, 53]. The same investigators introduced another indicator of data accuracy in the form of $CC_{1/2}$, which reports the correlation coefficient between reflection intensities in the two halves of a randomly split data set. However, it appears that there is no ultimate and reliable criterion for judging the data resolution limit [53] although it is ‘safe’ to measure data to higher resolution than suggested by the $I/\sigma(I) = 2.0$ criterion. Inclusion of weak data does not harm the process of structure refinement by contemporary software based on the maximum likelihood principle and, in some cases (e.g. highly anisotropic diffraction), this may be beneficial.

On the other hand, a value of $I/\sigma(I)$ much higher than 2.0 in the outermost shell indicates that the crystal could diffract farther but the resolution of the data was limited by the experimenter or the experimental set-up. This should be avoided because the use of the maximum achievable resolution for refinement not only permits finer structure details to be observed, but also removes possible model bias because a higher resolution improves the data-to-parameter ratio. Unfortunately, in approximately 48% of all PDB deposits that report this value, the $I/\sigma(I)$ in the high resolution bin is higher than 3.0, demonstrating that the full diffraction potential of crystals is often not utilized.

A data set should be as complete as possible (preferably 100%) in all resolution shells. It does not mean, however, that one should artificially truncate high-resolution data only to see high completeness in the last resolution shell. By contrast, all reflections are very precious and should always be included, particularly at high resolution. If completeness in the last resolution shell is really poor, it only means that the realistic resolution limit (to be given, for example, in the publication) will have to be appropriately adjusted. Incomplete low-resolution shells (a serious impediment in case of Patterson-based structure solution, such as MR, or of direct methods) usually result from overloaded strong reflections that cannot be measured because of detector pixels oversaturation. If this is expected to be the case, a quick low-resolution pass of data collection should be collected prior to the
long-exposure final pass aimed at accurate measurement of the weak high-resolution data.

The anomalous signal can be judged by criteria analogous to those mentioned above applied to anomalous (Bijvoet or Friedel) differences, i.e. \( R_{\text{anom}} = \Sigma_{h} |\Delta F|/\Sigma_{h} <F> \). Bijvoet ratio \( <\Delta F|> / <F> \) or ratio of anomalous differences to their uncertainties \( <\sigma\Delta F>/ <\sigma F> \) (the \( \pm \) sign indicates a difference between reflections with inversion-center related indices; i.e. \( hkl \) and \( \bar{h}\bar{k}\bar{l} \)). An indication that the anomalous signal might be useful for phasing is when the correlation between anomalous differences of two randomly split half-data sets is higher than 30% [54].

**Common problems with diffraction data**

A majority of macromolecular crystal structures are now determined by well-established methods using powerful and user-friendly computer software. However, some cases present problems that require approaches extending beyond the beaten track. Such ‘pathological’ [55] or rather atypical cases involve, for example, crystals characterized by various kinds of pseudosymmetry and/or twinning.

If the molecules in a crystal are arranged in a way that resembles certain symmetry but, in reality, only a subset of symmetry operations is preserved strictly, the determination of the true space group may be difficult. This situation may, for example, occur in cases of translational noncrystallographic symmetry if multiple copies of the same structural motif present in the asymmetric unit of the crystal have a similar orientation and are related by a parallel shift that is a fraction of the unit cell repeat. This results in abnormalities in the distribution of reflection intensities in the reciprocal space and in difficulties in the assignment of proper symmetry at the data processing stage. Solution of such structures is often possible, although it usually requires a high degree of competence and perseverance in testing various, potentially plausible symmetry interpretations. The unit cell of the crystal of a PR-10/ANS complex (M. Jaskolski and Z. Dauter, unpublished data) illustrates such a case. The diffraction data merged well in tetragonal symmetry, although the structure was successfully solved by MR only after expansion of the data to \( P1 \) symmetry, which corresponded to as many as 56 individual protein molecules that had to be located by MR. The true symmetry turned out to be monoclinic \( C2 \) with 28 independent molecules arranged in four parallel columns, each comprising seven molecules with a translation of approximately 1/7 of the cell c parameter.

Frequent pathologies of macromolecular (as well as small-molecule) crystals include various types of twinning [56]. If separate crystalline domains (crystal lattices) within one crystal specimen are in different (but related) orientations such that the unit cells of their lattices overlap, the reflections diffracted by these domains will also overlap. Merohedral twinning can occur when the symmetry of the crystal structure is lower than the full symmetry of the geometrical lattice, as is possible in high-symmetry crystal systems. Pseudomerohedral twinning is possible if the metric of the unit cell is close to that of a higher symmetry system; for example, when a monoclinic unit cell has the \( \beta \) angle very close to 90°. If the twinning is perfect, with the twin fractions (relative volumes of the individual twin domains) close to 0.5, the diffraction data exhibit symmetry that is higher than that of the real structure. Merohedrally-twinned crystals produce data sets characterized by abnormal intensity distribution, which can be used to identify this pathology. Although the initial solution of a crystal structure from twinned data may be relatively more difficult, its further refinement with contemporary refinement software should be straightforward. In essence, the data contain phasing signal mixed from multiple domains and a solution of the individual, unique structure is hampered. This depends on the twinning fraction; if it is small (below 0.1), this effect may not even be noticed.

Several more complicated variants of twinning are possible; for example, when only a subset of reflections overlap in the reciprocal space or when several domains of different but related unit cells occur in one crystalline specimen [55]. It should be noted, however, that it is not correct to use the term ‘twining’ with reference to diffraction from cracked or disfigured crystals because twinning involves only specific, geometrically-defined relations between crystalline domains.

Some crystals display marked anisotropy of diffraction, where reflection intensities extend in one direction to higher resolution than in other directions. In such cases, the data should be measured up to the resolution limit of the ‘best’ direction, despite the fact that, in other directions, no meaningful intensities will be present and the overall data statistics will be poorer than expected. As noted above, the inclusion of very weak reflections will not harm in a significant way the contemporary phasing and refinement algorithms, which are based on statistically valid principles of e.g. maximum likelihood.
Solution of the phase problem

Each reflection (structure factor) is characterized by its amplitude (obtained as square root of the measured intensity) and phase, although only reflection amplitudes can be obtained from the measured intensities and a diffraction experiment does not provide direct information about reflection phases. However, for the calculation of electron density maps by Fourier synthesis, both the amplitudes and phases of all structure factors are necessary. This constitutes the famous crystallographic ‘phase problem’, the main hurdle in structural crystallography. The phases therefore have to be estimated indirectly. There are three basic types of methods in crystallography to achieve this goal: direct methods, MR and variations of special-atom methods.

Direct methods utilize probabilistic relations between structure factors of certain groups of reflections to estimate their phases, usually by expanding a small set of starting phases, and require that the diffraction data extend at least to atomic resolution, 1.2 Å [57–59]. They are the methods of choice in small-molecule crystallography but are not used to solve large macromolecular structures from the native data alone because the probabilities of phase estimates are inversely proportional to the square-root of the number of atoms (i.e. these are prohibitively small if the number of nonhydrogen atoms in the asymmetric unit exceeds 1000). However, direct methods have been used successfully to solve high-resolution structures of smaller protein molecules; for example, a trypsin inhibitor [60]. More typically, direct methods can be and are routinely used to locate certain ‘special’ atoms, such as heavy or anomalous scatterers, in macromolecular crystals. Because the distances between such atoms are large, even relatively low-resolution data are ‘atomic’ in such cases and direct methods are successfully used for solving heavy-atom or anomalous substructures.

The MR method exploits the easily calculated Fourier transform of reflection intensities (as opposed to structure factors), known as the Patterson function, after Arthur Lindo Patterson who showed that it represents a bunch of all the interatomic vectors (as opposed to all atomic positions). If a suitable atomic model of the unknown crystal structure is available, a model-derived ‘bunch of interatomic vectors’ can be matched with the peaks of the Patterson function, revealing the orientation and location of the model molecule in the unit cell.

MR is currently the most common method for solving protein structures and this success is the consequence of the enormous growth of the contents of the PDB and availability of a large number of various structures suitable as search models. Certainly, not all theoretically possible protein folds are already represented in the PDB but, with the increasing number of deposited structures, the probability of finding a model sufficiently similar for a successful MR search increases as well.

In recent years, several improvements in the theory and practice of MR have been achieved. New algorithms based on proper statistical grounds that exploit Bayesian probability (i.e. maximum likelihood) are implemented in powerful software such as Phaser [61] and Molrep [62]. Significant progress was made in the process of preparation of improved search models, appropriately modified for a particular sequence. For example, the Rosetta algorithm [63], which combines MR with structure prediction by modelling, solved several otherwise intractable structures [64]. Moreover, a clever engagement (crowdsourcing) of online players of the protein-folding game Foldit (which employs Rosetta as its workhorse) was used to design a model adequate for successful MR [65,66]. Software pipelines such as BALBES [67] and MrBump [68] automatically select the most useful structures from the PDB and sequentially run MR searches with a large number of search models.

The special-atom approach has several variants. It can be based on phasing signal from isomorphous differences between structure amplitudes measured for the native and heavy-atom derivatized crystals or from anomalous differences between centrosymmetrically-related reflections (within Friedel or Bijvoet pairs), resulting from the presence in the sample of anomalously scattering atoms. The classic multiple isomorphous replacement (MIR) method largely lost its importance and popularity in the last decades, even in its version combined with anomalous scattering. This method requires data collected from multiple crystals, derivatized by soaking or co-crystallization with various heavy metal-containing reagents. Such treatment often leads to degradation of the diffraction properties of the crystals or to non-isomorphism, which precludes a successful estimation of the phases. However, soaking the crystal in a solution containing heavy and anomalously scattering elements (such as Pt, Au, Hg, I, Br, etc.) can often lead to an easy and rapid solution of the phase problem by MIR with anomalous scattering, even if the anomalous signal is weak. For large structures, such as viruses or ribosomes, heavy-atom derivatization (often in combination with anomalous signal) by large multatom metal clusters [(Ta₄Br₁₂)²⁺, (PW₁₂O₄₀)³⁻, etc.] provides very powerful phasing at low resolution.
Currently, the method of choice for solving novel macromolecular crystal structures uses phasing based exclusively on the anomalous scattering effect. It requires rather accurately measured diffraction data because the anomalous differences are small (approximately 1–5%) compared to isomorphous differences (approximately 15–25%). However, the availability of stable and tunable synchrotron X-ray sources, sensitive and accurate detectors, and powerful phasing software makes the MAD and the SAD approaches, for which only one crystal is sufficient, the most popular experimental phasing methods. The popularity is also a result of the widespread use of genetic engineering for protein production, which allows easy preparation of recombinant proteins with the anomalously scattering selenium (with an absorption edge at the wavelength of approximately 0.98 Å), introduced into the protein sequence in the form of selenomethionine instead of the native sulfur-containing methionine [69]. Several other anomalous scatterers are also utilized, such as the traditional heavy metals, halides [70], or even sulfur in native proteins [71,72] or phosphorus in nucleic acids [73]. The SAD approach is technically simple, can be executed rapidly and, in principle, requires only one data set collected from one crystal, although data can also be merged from several crystals if radiation damage is severe [74,75]. SAD [76] is responsible for the majority of novel crystals structures deposited in the PDB, including those from high-throughput studies carried out by various SG centers.

In variance with SAD, which relies on a single wavelength (where the anomalous signal is high), MAD [77,78] uses several data sets collected at several wavelengths near the absorption edge, usually at the inflection point of the edge (to maximize the real component of the anomalous correction), at the absorption peak (to maximize the imaginary component) and at a high-energy wavelength remote from the absorption peak. Although MAD requires recording of the X-ray fluorescence spectrum for the selection of the appropriate wavelengths, this requirement is not rigorous for SAD.

**Electron density maps and creation of initial models**

The primary result of an X-ray diffraction experiment is a map of electron density within the crystal. This electron distribution is usually interpreted in (chemical) terms of individual atoms and molecules, although it is important to realize that the molecular model consisting of individual atoms is already an interpretation of the primary result of the diffraction experiment. Of course, the interpretability of the electron density maps and thus also the accuracy of the atomic models depend on data resolution (i.e. on the number of reflections included in the map computation). Figure 2 shows that a resolution higher than 1 Å permits the confident location of individual atoms, whereas, at a low resolution of approximately 3 Å, it is only possible to locate known fragments, such as protein or nucleic acid residues.

The true representation of electron density is obtained by Fourier summation of \(|F_{\text{obs}}|\) in combination with the final (i.e. as ‘true’ as possible) phases. In practice, a model is inspected against a \(2F_{\text{obs}} - F_{\text{calc}}\) map, which (at least in principle) should also reveal errors in the current model because it is a sum of the \(F_{\text{obs}}\) map and the \(F_{\text{obs}} - F_{\text{calc}}\) difference map. The difference map is also used in its own right and is usually

![Fig. 2. The appearance of electron density as a function of the resolution of the experimental data. A cytosine–guanine pair from the structure of a Z-DNA hexamer duplex (PDB code: 3P4J) [135] with the \(|F_{\text{obs}}|, a_{\text{calc}}\) maps calculated with different resolution cut-offs at 0.55, 0.8, 1.2, 1.5, 2.0 and 3.0 Å. Although, at the highest resolution of 0.55 Å, there were 75 122 reflections included in map calculation, at 3 Å resolution, only 573 reflections were used.](image-url)
displayed at two (positive and negative) contour levels. In practice, these maps are computed with statistically weighted coefficients (e.g. $2mF_{\text{obs}} - DF_{\text{calc}}$ with maximum likelihood-based coefficients) and with phases corresponding to the current model.

Electron density maps should be most properly contoured in $e/\angstrom^3$ units. However, absolute scaling of electron density is problematic because many of the largest, very low resolution structure factors are missing (i.e. too strong to measure or too close to the primary beam) and, in addition, the map calculation often includes various mathematical tricks (e.g. sharpening). For these reasons, in practice, electron density is usually contoured in the units (known as $\sigma$) of the rmsd from the mean electron density level. It should be noted that the $\sigma$ unit reflects the map noise and will therefore depend on the solvent content (for itself (for $F$ itself) or even on the region over which the map statistics are calculated. $2F_{\text{obs}} - F_{\text{calc}}$ maps should be contoured at $1\sigma$ or higher and $F_{\text{obs}} - F_{\text{calc}}$ maps at $2.5\sigma - 3.0\sigma$ or higher. Lowering the contour level to visualize at all costs a strongly desired (phantom) feature is deceiving and may have lamentable consequences. Nevertheless, methods to interpret low electron density regions, mostly in terms of introducing multiple models (not unlike the ensembles typical for NMR structures) have been introduced with some success [79,80]. However, the implementation of such composite models, especially at the refinement stage, should be carried out with extreme caution because the incorrect use of such procedures [81] may have unintended and unpleasant consequences (see below).

In small molecule crystallography, it is possible to obtain an accurate atomic structure automatically, without visual comparison of the model with the electron density map. Automatic building of macromolecular models into the initial electron density map can also be accomplished with the help of software such as ARP/WARP [82], REVELO [83], BUCCANEER [84] or routines available in COOT [85]. These software packages are often able to automatically produce models of almost complete protein chains at resolutions as low as 3 Å and are now routinely used by all protein crystallographers. However, macromolecular structures usually contain disordered or partially occupied fragments and other features not amenable to automatic and unequivocal interpretation by a ‘computer’. Static or dynamic disorder (see Glossary) of certain fragments is common in all protein models, even (or especially) of those refined at atomic resolution, as shown in Fig. 3.

Despite the existence of sophisticated software capable of making this task easier, there is no better way than visual inspection of electron density maps to decide what is real and what is a spurious feature of a map. This task is accomplished using a graphics display and a software such as COOT [85]. A model must always be thoroughly scrutinized visually against electron density maps before accepting it as final.

There are very useful quality indicators that gauge the agreement between a model and the electron density map and that can be applied locally to selected model fragments, such as individual residues. They are calculated as the real-space correlation coefficient (RSCC) or real-space residual (RSR) or $R$-factor. The RSCC compares (on a suitable grid) the observed electron density calculated from the diffraction data, $\rho_{\text{obs}}$, with that calculated from the atomic model, $\rho_{\text{calc}}$: 

$$
\text{RSCC} = \left[ \frac{\Sigma|\rho_{\text{obs}} - \Sigma\rho_{\text{calc}}|}{\Sigma|\rho_{\text{obs}}|} \right] / \left[ \frac{\Sigma|\rho_{\text{obs}}|^2}{\Sigma|\rho_{\text{calc}}|^2} \right]^{1/2}, \quad \text{where the summation runs over all grid points of a map encompassing a selected fragment of the model (e.g. an individual residue or ligand).}
$$

The RSR corresponds to a

![Fig. 3. Electron density for regions with disorder. (A) The model and the corresponding ($F_{\text{calc}}$, $\chi_{\text{calc}}$) map for statically disordered Lys87 in the structure of bovine trypsin (PDB code: 4I8G) [136], with its side chain in two conformations. The map was calculated at 0.8 Å resolution and displayed at the 1.4σ contour level. (B) Lys178 from Erwinia chrysanthemi $\alpha$-asparaginase (PDB code: 1OT7) and the corresponding ($F_{\text{obs}}$, $\chi_{\text{calc}}$) map at 1.0 Å resolution, with well-defined main chain atoms but a dynamically disordered end of the side chain having no interpretable electron density.](image-url)
normalized difference between the observed and calculated electron density, $RSR = \frac{\sum |\rho_{\text{obs}} - \rho_{\text{calc}}|}{\sum |\rho_{\text{obs}} + \rho_{\text{calc}}|}$, again calculated on a selected grid of points.

**Model refinement**

Structural models obtained from approximate experimentally-derived or MR-based phases are also only approximate and require further refinement. The refinement process usually involves alternating rounds of automated optimization of all refined parameters (e.g. according to least-squares or maximum-likelihood algorithms) and manual corrections of the model to improve its agreement with the electron density maps. These corrections are necessary because the automatically refined parameters may get stuck in a (mathematical) local minimum, instead of leading to the global, optimum solution. The model parameters that are optimized by refinement software include, for each atom, its $x$, $y$, $z$ coordinates and a parameter reflecting its ‘mobility’ or smearing in space, known as the B-factor [or atomic displacement parameter (ADP), also referred to as the temperature factor]. B-factors are usually expressed in Å$^2$ and range from 2–100 Å$^2$.

In theory, ADP should reflect the amplitude of atomic oscillations (which indeed increases with temperature) around an equilibrium position but, in reality, $B$ is a capacious parameter, capable of absorbing many other effects, such as static disorder or even experimental errors. The B-factor model used is usually isotropic, at least for structures solved at a resolution of 1.4 Å or lower (i.e. it assumes that the displacements have the same amplitude in all directions). This model, represented by a sphere, is of course incorrect in an anisotropic environment but its huge advantage is simplicity and the introduction of only one parameter per atom. Structures refined at higher resolution often use the more correct anisotropic model of atomic displacements. Mathematical expression of the anisotropic $B$-factor, which is represented as a 3D ellipsoid, requires six parameters. This model is therefore very complex and ‘data hungry’ and must be used with caution to avoid overinterpreting the available experimental observations. As a compromise between isotropic and anisotropic models of vibrations of individual atoms, certain segments of a macromolecular structure (e.g. protein domains) can be treated as rigid bodies, assuming that they perform concerted motion. Such a motion is then described by anisotropic TLS parameters [86], where $T$ stands for translational (linear) oscillations, $L$ for librational (rotational) oscillations and $S$ (screw) for the coupling of these two modes. TLS parametrization is quite popular in macromolecular refinement and can be aided by an algorithm (TLSMD) for macromolecule segmentation [87]. Selection of rigid groups should be reasonable and correspond to individual (sub)domains. An exceedingly large number of very small fragments unreasonably increases the number of refined parameters and again leads to models not fully justified by the experimental data. TLS groups should not be mixed with individual anisotropic B-factors. The group (TLS) anisotropic parameters are added to the individual atomic $B_{iso}$ parameters. It should be noted that in PDB deposits, the TLS parameters are introduced twice, as matrices, and then duplicated in ANISOU records for each atom.

Even in the isotropic approximation, crystallographic models of macromolecules are tremendously complex. For example, a protein molecule of 20 kDa would take approximately 6000 parameters to refine. Frequently, the number of observations (i.e. measured unique reflections) (especially at low resolution, see below) is not quite sufficient. For this reason, the refinement is carried out under the control of stereochemical restraints that guide its progress by incorporating prior knowledge, or stereochemical common sense [88,89]. The most popular libraries of stereochemical restraints (their target values accompanied by standard uncertainties) were compiled based on small-molecule structures [90–92], although there is growing evidence from high-quality protein models that the nuances of macromolecular structures should also be taken into account [93]. For example, the N-Cα-C angle of the protein backbone has a wide distribution [94] and is correlated not only with residue type, but also with the local backbone conformation [95]. By modelling main-chain bond distances and angles as functions of backbone conformation, Tronrud and Karplus [96] were able to create a conformation-dependent stereochemical library, the use of which leads to better models. When stereochemical restraints are applied at medium or high resolution, they should not be enforced too tightly. Too tight restraints suppress the information from the physical experiment and lead to regularized rather than refined models. The rmsd of the final model from the targets should reflect the level of confidence of those targets. For bond distances, this value is approximately 0.01–0.02 Å.

The widely used refinement software REFMAC [97] includes many very useful options, such as iso/aniso/ TLS parametrisation, adjustment of stereochemical weights, automatic detection and refinement of crystal twinning, etc. PHENIX [98] offers a huge selection of
adjustable options, conveniently hidden behind a graphics user interface. For refinement at atomic resolution (defined as at least 1.2 Å), the software of choice is SHELXL [99], which has evolved from the philosophy of small-molecule refinement to encompass macromolecules as well. In variance with REFMAC and PHENIX, which tend to be used for structure optimization against maximum-likelihood targets, SHELXL is based on the algorithm of least squares with accurate (in contrast to fast Fourier transform approximations) mathematical formulae. SHELXL is extremely flexible, allowing for practically any course of refinement. For example, it allows individual definitions of restraints, mixing of global/local parameters, refinement under target-less similarity restraints and restraining of ADPs.

Although many steps of crystal structure analysis have been automated, the interpretation of some fine features of electron density maps still requires a significant degree of human skill and experience [100]. A small degree of subjectivity is thus inevitable in this process and different individuals working with the same data could occasionally produce slightly different results. It is, however, the role of statistical tests and validation criteria to determine whether such nuances would have any significance.

‘One-click’ structure solution and refinement

Many major improvements in structure determination and refinement, at least for the more routine cases, are a result of the availability of automated data collection facilities coupled with modern integrated software packages. The current trend in the structure determination process is to combine the best data reduction, structure determination (substructure solution, phasing, model building) and validation software and ‘glue’ them together with sophisticated and flexible structure determination protocols. The currently most commonly used pipelines are PHENIX [98,101], AUTO-RICK-SHAW [102,103] and HKL-3000 [104]. The rapid progress in computer hardware, algorithms and the availability of multicore processors allows for almost ‘real-time’ structure determination. In some cases, structures can be determined even before all of the diffraction data have been collected. Such on-the-fly structure determination makes synchrotron trips, in contrast to remote access, very attractive. For example, experimenters working on structures of protein–ligand complexes, especially those that use soaks of cocktails of multiple ligands for screening [105], can obtain very rapid feedback regarding which ligands are bound and which are not, thus suggesting new soaking experiments that could be performed when still at the synchrotron. Automation can also significantly increase the throughput because the cocktail approach requires collecting of many data sets.

Structure determination for a crystal that has been soaked with a ligand (or a cocktail of ligands) is usually quite straightforward. For example, in HKL-3000 implementation, the data collection and reduction step is followed by electron density map generation using phases from the structure of the apo-protein, or derived by MR with MOLREP [62]. This is followed by sequential, semi-automated fit of each cocktail component into unexplained electron density. The analysis, performed by RESOLVE [83], produces a set of protein–ligand complex models, ranked by the quality of their fit to unassigned electron density. The recent software AUTODRUG performs these tasks fully automatically [106]. It should be noted that identification of the best fit often requires visual inspection of the ligand model because automated (and in a sense blind) ligand assignment can be impeded by conformational changes in the protein or partial disorder of the ligand structure. The top-ranked ligands are used to create new cocktails. Because rapid structure determination allows the data collection process to be more interactive, a protein’s function (the holy grail of structural biology) might be elucidated according to this scheme during a single synchrotron trip.

In principle, the final refinement and validation of a newly-determined structure could also be performed at the synchrotron as this process is highly automated, especially for structures determined to a resolution higher than 2.5 Å. However, automatic refinement should not be trusted blindly and unconditionally, and it is strongly recommended that investigators inspect each structure visually before deposition. Parameters such as $R$, $R_{\text{free}}$, MOLPROBITY clash score, mean ADP (i.e. mean B-factor), etc., describe only the global quality of a structure. Visual inspection of the flexible parts of a structure, as identified by high atomic B-factors, can be important for proper interpretation of protein function.

Is the ‘final’ model really final?

Deposition of the atomic coordinates and structure factors, as well as publication of the relevant paper, used to be the final stages of the work of a crystallographer on a given problem, and these data could then be considered to be permanently stable. However, crystallographic procedures have been undergoing constant improvement; thus, structures that could be
considered state-of-the-art at one time might not be completely satisfactory some decades later. For example, introduction of indicators such as $R_{\text{free}}$ [107] (see Glossary) led to improvement in validation and prevention of overfitting in the refinement. In general, modern refinement techniques and better description of the models that lead to more realistic values of $F_{\text{calc}}$ (inclusion of scattering from the bulk solvent and $H$ atoms, TLS parameters, etc.), as well as $F_{\text{obs}}$ (detection and correction of crystal twinning), result in improved description of macromolecular structures. Although the coordinates present in the PDB can be updated only by the original investigators (the periodic annotation changes instituted by the PDB should not, in principle, change the coordinates themselves), other crystallographers may sometimes be able to improve the deposited structures using the original data (that is one of the reasons why deposition of diffraction data is now mandatory). The practice of re-evaluating the entire contents of the PDB and re-refining the structures in a consistent way has led to the development of PDB_REDO [108], a procedure and a site described as a ‘constructive validation, more than just looking for errors’.

The pipeline utilized by PDB_REDO initially depended only on fully automatic refinement using REFMAC [97,109], without rebuilding by either manual or automated procedures. More recent implementations are capable of modifying the models by rebuilding the main chain and the side chains at problematic places and validating the results; if rebuilding improved the electron density maps, then the new coordinates would be retained. The procedure chooses the most appropriate B-factor model, tests different approaches to the definition of TLS groups (if any) and selects the most appropriate geometric restraint weights. However, even clear misassignment of metals is not corrected by PDB_REDO.

What to do with macromolecular structures from structural genomics centers?

Although most structures deposited in the PDB are accompanied by publications in scientific journals, that is not necessarily the case with structures determined by SG teams. This is not surprising because the stated aim of SG has been, until recently, to fill the gaps in the coverage of the protein fold space and to provide structural data for proteins from various sources that differed in their sequence by at least 70% from the proteins with known structure. Even the SG efforts directed against particular medically important targets (e.g. tuberculosis) have not led to full analysis and interpretation of the determined structures. According to the header records of the PDB files identified as output from SG, only 45% were accompanied by primary publications (unlike 86% of all structures in the PDB). In addition, refinement of the SG structures may not be as extensive and exhaustive as for other structures as a result of the pressure of time and the need to produce results rapidly. Nevertheless, SG structures are better on average than structures coming from traditional laboratories [110]. It is clear that the availability of SG-determined structures leaves open opportunities for their further refinement and/or deeper and more detailed analysis of their biological significance.

An example of such reinterpretation of a series of SG structures involved mapping the active site helix-to-strand conversion of CxxxxC peroxiredoxin Q enzymes [111]. In that rather unusual case, the RIKEN SG group provided Perkins et al. [111] with the original diffraction images that were then independently reprocessed. Reprocessing yielded significantly improved resolution (1.4 versus 1.6 Å, 2.0 versus 2.3 Å and 2.3 versus 2.6 Å for the three data sets in question), as well as improved scaling statistics. Utilization of better refinement protocols led to very significant decrease in the final $R$ factors (e.g. $R$ decreased from 20.0% to 12.0% and $R_{\text{free}}$ decreased from 22.1% to 14.9% for the 1.4 Å structure) and it became possible to trace more residues, as well as water molecules. Most importantly, Perkins et al. [111] could provide a penetrating interpretation of the improved structures, adding significant value to the coordinates deposited in the PDB.

Are the ligands real?

A majority of the structures deposited in the PDB, and certainly all structures determined at a resolution higher than 2.5 Å, contain not only the coordinates of the atoms belonging to a protein or another macromolecule, but also coordinates of associated ligands and solvents. Such ligands are usually identified on the basis of electron density maps calculated after the completion of at least preliminary refinement of the protein coordinates. Because proteins are almost always crystallized from aqueous media, water molecules are present in the crystal lattice and many of them are ordered sufficiently well to be easily visible in the electron density maps. A comparatively small number of water molecules are buried deeply inside the protein, and such molecules have peaks of electron density that are as high as those for the surrounding
macromolecule atoms. An example of such deeply buried water molecules is provided by bovine pancreatic trypsin inhibitor (BPTI), where four water molecules are seen in all structures of this small protein that contains only 58 amino acid residues [94,112,113]. Most water molecules, however, are located on the surface of the protein and their presence in the electron density is sometimes uncertain because of low occupancy and/or disorder.

How is it possible to be certain that a particular water molecule is real, as opposed to an artefact caused by noisy electron density? First of all, well-ordered water molecules must be hydrogen-bonded to polar atoms in the protein (if in the first hydration shell) or at least to some other validated water molecules (if in the second or third shell). Most well-ordered water molecules are involved, as either hydrogen bond donors or acceptors, in two to four such bonds. Both hydrogen bond distances and angles should be consistent with the tetrahedral pattern of hydrogen-bonding of water, although often there may be deviations from the typical values. As a guidance, the O⋯O distances in solid water (ice) are approximately 2.7 Å, no O⋯O hydrogen bonds can be shorter than 2.35 Å [114] and, consistent with van der Waals radii, the threshold values should be increased by 0.1 Å if O is replaced by an N atom. O⋯O distances > 3.2 Å should be disregarded as too long or representing very weak hydrogen bonds. On the other hand, the criteria should be implemented with 0.1–0.2 Å tolerance, which reflects the margin of error possible with (less accurate) macromolecular structures. Because four hydrogen bonds around a water molecule (assuming no bifurcation) are the theoretical maximum (two donors and two acceptors), the presence of more potential partners may indicate that the site is not occupied by a water molecule or that it is present in more than one orientation. A very good indication that the water molecules attached to the protein are real comes from their presence in the same location in multiple crystal structures, particularly in non-isomorphous crystals. In the BPTI example noted above, approximately half of the water molecules traced in two non-isomorphous structures determined at very high resolution (0.86–1.5 Å) were found in the same locations (within 1 Å after superposition), whereas the sites occupied by the remaining water molecules differed between the two structures. A similar situation is quite typical for other structures as well.

A large fraction of the protein structures contain identified ligands other than water molecules. Such ligands may be introduced into the crystals on purpose (e.g. as enzyme inhibitors co-crystallized with or soaked into their targets) or may have stayed bound throughout the purification of natural or recombinantly expressed proteins, or else may have been components of the crystallization/cryoprotection media. Stereochemical restraints for common ligands are present in standard libraries, although caution is advised in their use because errors are not infrequent [115]. More unique compounds may require prior knowledge of their structure and creation of appropriate restraints by the user.

Nonprotein covalent modifications that are quite common in the PDB structures are N-linked or (less commonly) O-linked carbohydrate molecules. Most proteins originating from eukaryotic organisms are glycosylated at the side chains of asparagine (in NXS/T sequences) or serine/threonine/tyrosine (no consensus sequence). However, such glycosylation patterns are often heterogeneous and the carbohydrates are well-ordered only if they are involved in intra- or intermolecular interactions [116]. Accordingly, it is usually not possible to trace the complete carbohydrate molecule and only one or a few sugar units closest to the site of attachment are visible. A somewhat similar situation is encountered with artificial affinity tags that are sometimes left attached to recombinant proteins submitted for crystallization. In most cases, such tags (non-native) are disordered and thus invisible in electron density maps but, in exceptional circumstances, they can become ordered or even control the crystal packing [117].

A script to assess the reliability of the published protein ligands (named Twilight) has been recently developed and used to evaluate all PDB structures deposited before 2012 [118]. The procedure utilizes the electron density maps that correspond to each PDB entry and are stored at the publicly accessible Uppsala Electron Density Server [119]. The script calculates the RSCCs for the electron density in the areas that correspond to the ligand atoms, flagging total correlations that are lower than 0.6, after correcting for the resolution of the analyzed structures. Problematic ligands were found in close to 3000 PDB entries, comprising just under 10% of all the coordinate sets that were evaluated. Unfortunately, one of the flagged structures originated in the laboratory of a coauthor of the present review, who is still not sure how an incorrect ligand could be fitted to such an excellent map (Fig. 4). Although many problems identified by Twilight were comparatively minor, some ligands that were very important for describing the enzymatic mechanisms were found to be either poorly fitted or not present at all. Alternative software that can accomplish such a ligand-validation task is vhelibs [120].
Misrepresentation of crystallographic experiments

Because crystal structure determination involves very sophisticated processing of experimental observations in many computational procedures, outright fabrication of crystallographic data is very infrequent, although several cases of faking diffraction data and/or the resulting structures have been uncovered. The first known case was a discovery that the published diffraction patterns attributed to valyl tRNA were actually those of human carbonic anhydrase B [121]. The substitution was detected by analyzing the unit cell parameters of the published diffraction photographs; their values are quite characteristic for a given crystal. Although such parameters might, by chance, bear similarity to those for crystals of other macromolecules, in this particular case, the latter possibility was ruled out through careful analysis of other aspects of the presented data.

In another case of scientific forgery, a number of structures of several different proteins, all originating from the same laboratory, had to be retracted after it had been reported that the data deposited in the PDB for the structure of protein C3b in the complement pathway (PDB code: 2HR0) were inconsistent with the known physical properties of macromolecular structures and their diffraction data [122]. The tell-tale signs of fabrication were the absence of the contribution of the bulk solvent to structure amplitudes at low-resolution, the fact that the electron density of the presumably largely unfolded domain was excellent, and the lack of correlation between surface accessibility and the atomic B-factors. In addition, some other features (18 distances between nonbonded atoms of less than 2 Å, several peptide torsion angles deviating from planarity by as much as 57° and 4.2% of outliers in the Ramachandran plot, almost all in one subunit) are clear indications of serious problems with this structure. That report incited further examination of other structures published by the same principal author and led to withdrawal from the PDB of a dozen coordinate sets, as well as to the retraction of the corresponding publications. The most highly cited among them was the structure of Dengue virus NS3 protease, published in 1999 (PDB code: 1BEF) and retracted in 2009. The unfortunate part of this story is that the particular publication which claimed to present a target for designing drugs against an important pathogen was cited almost 100 times in other scientific papers.

Even more recently, the structure of birch pollen hypoallergen Bet v 1d (PDB code: 3K78) was shown to have been fabricated [123]. One of the most damaging lines of evidence confirming that the deposited structure factors could not have been obtained from diffraction experiments was the fact that refinement of this comparatively low resolution (2.8 Å) structure against the deposited data, using a model with isotropic B-factors, resulted in R of 0.019 and Rfree 0.040, values that were impossibly low. A number of other factors, such as unusual features of the electron density for residues with zero occupancy, provided additional evidence of the falsification of both the deposited structure and the 'experimental' data.

An encouraging aspect of these sad incidents is the demonstration that the community has the alertness and ability to detect fraudulent structures and eradicate them together with their perpetrators. In addition, these incidents have initiated campaigns of careful combing of the PDB deposits by several watchdog groups, a procedure that has an additional benefit of detecting other problems.

Honest errors in structure determination

Serious errors in describing a whole macromolecule are rare, especially nowadays, although errors in some local areas might be more common. A structure of ribulose-1,5-biphosphate carboxylase oxygenase with the chain of one of the subunits traced backwards was published [124], although the error was noted almost immediately [125]. A later re-enactment of this case [89] showed that, although it is possible to refine a
backwards-traced structure at medium resolution to acceptable values of $R$ and $\text{rmsd(bond)}$, the value of $R_{\text{free}}$ would remain completely unacceptable (in that case, 61.7%), clearly indicating that the model was in error. With the currently mandatory use of $R_{\text{free}}$, similar errors are unlikely to happen again.

A later case of an important series of structures that were seriously misinterpreted was due to deviation from established good standards in crystallographic procedures and to overinterpretation of low-resolution data. The structure of the MsbA ABC transporter protein [81], as well as several related structures published by the same group, had to be retracted after the structure of Sav1866, another member of the family, was published [126]. The structure of MsbA was refined by nonstandard protocols that utilized multiple molecular models. It must be emphasized that all these structures were very difficult to solve and even the apparently correct structure of Sav1866 is characterized by rather extreme skeptics that, when correctly determined, the crystallographic models provide a faithful representation of the biological structures. For example, multiple determinations (different polymorphs, different variants, multiple copies in the asymmetric unit) invariably show the same basic structural features; the macromolecule, even in a crystal, is surrounded by water (typically 50% by volume) and, if appropriately assayed, will carry out its biological function also within the crystal; molecular mechanisms deduced from crystal structures make logical sense and are also corroborated by solution studies, if these are available.

However, how can we be sure that a particular crystal structure determination provides the best representation of the macromolecule? To illustrate in a pervasive way how easy it is to accept structural results as correct just because they might lead to neat-looking figures, we introduced previously an ‘enzyme’, frankensteinase [1]. This ‘protein’ was put together from fragments of deposited structures, with the addition of a few improbable features produced by creative imagination. Many of the features shown in Fig. 5 emphasize the points made above, namely that, without critical assessment of the quality of the structures, reasonable agreement with previous knowledge, and without full understanding of the meaning of various numerical descriptors, it is possible to carry out the interpretation way beyond the limits of reality. To gain maximum confidence in the crystallographic result, each structure should be thoroughly validated by being checked against standard criteria of crystallographic quality and all available a priori knowledge of chemical, stereochemical and biochemical properties appropriate for the investigated molecules. Sophisticated software is available that can be helpful for this purpose, which can be used to identify structural features that disagree with the accepted standards, typical for well-refined structures.

The most popular validation software is PROCHECK [123] and MOLEPROBITY [133]. The former software is now somewhat obsolete and the latter one represents the currently recommended validation tool. Many validation procedures are built into graphics software (e.g. COOT)}
Such software checks for a number of stereochemical properties of the whole structure and of individual residues. Among the validation criteria are the correctness of bond lengths and angles, the distribution of the main-chain torsion angles within the Ramachandran plot, the agreement of side-chain conformations with preferred rotamers, proper assignment of atoms in amide groups and histidine rings (HNQ), an absence of collisions between nonbonded atoms (steric clashes), planarity of aromatic rings and peptide groups, as well as a number of other indications. This type of validation can be used as an aid during model building and as the ultimate check before accepting the final model. Similar validation is performed by the PDB during the process of structure deposition.

The Ramachandran plot is often used to validate the correctness of a protein model because the values of the main-chain torsion angles are usually not restrained during refinement. Only selected combinations of the $\phi/\psi$ angles for residues other than glycine are allowed in a properly folded structure, although occasional deviations are observed (Fig. 6A). Such deviations must be strongly supported by the electron density. However, the Ramachandran plot for frankensteinase very clearly indicates that the model must be seriously wrong (Fig. 6B).
Not all structural features can be validated automatically. Moreover, some features found in the crystal structures (especially at high resolution and of high quality) may be genuine but differ somewhat from the standards accepted by the validation software. Indeed, such places may carry the most important information about the function of a macromolecule. For example, strained conformations indicate an important role of a particular fragment or residue in the enzymatic mechanism or specific interactions between reacting molecules. It is therefore highly advisable to apply the additional validation tool in the form of a human brain. Only human knowledge allows making a decision if some ‘abnormal’ feature is spurious or if it indicates a genuinely interesting phenomenon of functional consequences.

Unfortunately, sometimes, this tool (the brain) is not applied properly or it is not equipped with the necessary chemical or biological knowledge. Chemical knowledge was evidently not applied to validate the PDB structure 3FJO, where 252 solvent sites are filled with Na$^+$ ions, forming a quite powerful charge bomb. A typical sign of inadequate application of scientific common sense are examples of ‘numerology’ or asinine ‘cut-and-paste’ activities, resulting in perpetuation of experimentally-derived values with implied unrealistically high precision. The publication accompanying the PDB structure 2C1C quotes cell dimensions as $a = 42.012$, $b = 58.3395$, $c = 146.5643$ Å, $\beta = 89.8739^\circ$, although obviously such precision of cell parameters cannot be achieved from a diffraction experiment with a protein crystal.

It should be emphasized that a truly scientific activity always requires engagement of the human brain. Use of even the most sophisticated automatic procedures without a human thought is not sufficient.

**Functional implications**

There is one serious limitation in making conclusions based on structural biology experimental data in general, and crystallographic data in particular. The production of diffraction quality crystals is very difficult; quite often, proteins or other macromolecules are ‘tortured’ (genetically modified, exposed to highly unnatural chemical conditions, etc.) to promote crystallization. For example, the pH of the crystallization buffer may differ significantly from the pH that is optimal for functional studies. Similarly, the presence of artificial modifications to the protein’s sequence to promote solubility or purification, such as polyhistidine affinity tags (His-tags) can unnaturally affect activity if, for example, the His-tag interacts with the active site. For these reasons, it must always be kept in mind that full characterization of biological macromolecules cannot be achieved by structural biology
The objective of determining the precise and accurate position of each and every atom in a macromolecular structure is an idealized goal in crystallography. As noted already, there are always fragments (at least solvent-exposed side chains) of increased mobility that will be reflected (at least) by elevated B-factors. In the worst-case scenario, there may be parts of a macromolecule that will be impossible to responsibly model because of lack of electron density as a result of total disorder. Although there is always the temptation to build as complete a model as possible, is not a good idea to use for this purpose suspicious, patchy and ephemeral electron density. The difficult question to face is then ‘what to do with such regions?’. Unexpectedly, the best (optimistic of sorts) answer may be that we have just learned about a region that is genuinely disordered and that this observation may be of biological significance. Even if this difficult truth is accepted, there remains a practical issue of what to do with such fragments in PDB deposits. Some investigators try to patch such places with fictitious (but genuine in terms of sequence) residues and refine them freely, leading of course to sky-rocketing B-factors. Others refine such fragments with zero occupancy, meaning that they are insensitive to the experimental data. Both approaches are not to be recommended, although at least their outcome is easily detectable because the consumer of the PDB data takes the (highly advisable) additional effort of quickly scanning the atomic coordinate file. In another approach, investigators elect to model only those atoms that they think can be seen and to simply leave the rest out. Although this is quite honest, it creates interpretational problems of having residues of incorrect chemical composition. The very misleading remedy of replacing such faulty residues with chemically ‘consistent’ surrogates (usually Ala) is now largely phased out, although such structures are still encountered among the older deposits. In our opinion, the best approach is to omit such uninterpretable areas from the coordinate set altogether. There will be alerts (and occasionally problems) with the interpretation of such places but at least the consumers of those files will have a very clear warning and will not be invited to speculate about anything that has not been confirmed experimentally.

Another look at the PDB

Creation of the PDB was one of the major accomplishments of structural biology, especially making this unique resource of modern science freely available to the scientific community. The PDB, which has been in existence for just over 40 years, provides full and easy access to the results of decades of investigation of macromolecular structures by X-ray crystallography and other methods. By the time that the present review appears, it is likely that more than 100 000 structures will have been made available to the scientific community. Each (crystallographic) PDB deposit contains: (a) a header with information about the diffraction experiment, structure determination and refinement protocols used, additional flags (e.g. potential alerts) and other remarks (e.g. oligomerization, biological information, etc.); (b) the coordinates of atoms composing a structural model of the biological macromolecule; and, in a physically separate file, (c) a list of experimental structure factors that were derived from X-ray diffraction images, although older structures were often deposited without accompanying structure factors. In principle, the header should contain all of the information found in the Materials and methods section of a relevant publication. However, the information in the header is sometimes erroneous, incomplete, or both. [In the current PDB format, a value of ‘NULL’ for a given parameter indicates that the corresponding experimental value is missing.] The format of the PDB deposits which has been introduced over 40 years ago is limited (e.g. by the ability to include a maximum of 99 999 atoms, necessitating the splitting of some data sets) and will be changed to a more modern one soon. Useful computer graphics software exists to render atomic structural models in 3D for inspection and analysis together with the corresponding electron density maps (if the experimental structure factor amplitudes were also deposited). If necessary, the structures can therefore be rebuilt and re-refined. The PDB, being a repository of macromolecular structures, cannot intervene and modify the results provided by the original investigators, although it conducts validation of the submitted structures, giving the investigators a chance to correct possible errors and omissions. However, the ultimate responsibility for the veracity of the deposits rests exclusively with the depositors.

Several initiatives were recently started to further inspect and validate the correctness of all deposits (pdb_redo) [108], their small molecule ligands (Twilight) [118] or metal ions [134]. These actions have led to the identification of several suboptimally determined structures and produced their improved models.

The overall quality of the deposited models and the ability of PDB users to examine or even re-interpret the original models makes protein crystallography a ‘crown jewel’ of experimental biomedical research. The contents of the PDB should not, however, be treated
as the ultimate truth but, as always in science, as a starting point for further investigations.

Conclusions

The rather narrowly defined science of crystallography has an exceptionally central and interdisciplinary character among the natural and life sciences. It borders not only mathematics, physics, chemistry and biology, but also mineralogy and medicine. It has played, and continues to play, a key role in deciphering the 3D structure of all kinds of chemical molecules and, together with its variants, has been used to determine the structure of all kinds of biological macromolecules, from nucleic acids and proteins to viruses and the ribosome. It is also a ‘friendly’ science, appealing not only to the intellectual, but also to aesthetic faculties of even ‘ordinary citizens’, as illustrated by the UN-declared International Year of Crystallography (IYCr2014). Yet, for some inexplicable reason, it is no longer fashionable to teach crystallography to the next generation. Aware of this situation, we have prepared didactic reviews for this journal, first addressing novices and now the practicing but inexperienced protein crystallographers. In the present review, the goal has been to describe the basic principles as well as useful tricks-of-the-trade for the principal stages of protein crystal structure determination, which include crystallization, X-ray data collection, solution of the phase problem, and structure refinement and validation. Emphasis has been placed on how to avoid errors and pitfalls, as well as how to assess that macromolecular structures determined by others (deposited in the PDB and described in the literature) can be trusted and to what level of interpretation. In particular, readers will find advice about model validation methods, criteria and tools, including the most powerful tool, which is an educated, prepared and critical brain of the crystallographer him/herself. We have concluded the article with a rather extensive (albeit not exhaustive) glossary of important crystallographic terms and simple definitions. The present review will in no way replace a good handbook (which, fortunately, are in good supply), although it can serve as an introduction (and reference) for the more advanced texts.

For approximately 60 years, crystallography has been supplying accurate information about the 3D structure of the molecules of life; first, as a result of an extremely arduous and long process, and, today, with astonishingly powerful new methodology, at an ever increasing rate. The PDB will soon celebrate the accumulation of 100 000 macromolecular structure deposits. The crystal structures of macromolecules are usually of high quality, in the overwhelming part error-free and, as is demonstrated in numerous ways and examples, represent the true biological structures. As a community, we have to make sure that the high level of advancement is preserved and expanded, and also that the future generations of structural biologists are prepared to gain deeper insight from the massive amounts of data, and to take crystallography to areas that today may not even be foreseen.

Glossary of terms

Symmetry

Property of physical and mathematical objects. After a symmetry operation, a symmetrical object and its transformed copy are indistinguishable. Proper symmetry involves pure rotation. Improper symmetry combines rotation with reflection; in particular, improper symmetry elements include center of inversion (I), mirror plane (m), and four-fold inversion axis (4). Proper symmetry leaves the object unchanged, improper symmetry converts it into its mirror image. Chiral objects (e.g. native proteins or nucleic acids) are incompatible with improper symmetry. (However, a pair of enantiomers can have improper symmetry between them.) An important but trivial operation corresponds to 0° (or 360°) rotation (identity transformation). In classical crystallography, only the following rotations are compatible with the periodic nature of crystal lattices: one-, two-, three-, four- and six-fold. Symmetry transformations of finite objects (e.g. crystals) must leave at least one point stationary, and are governed by point symmetry elements. In infinite periodic crystal lattices, this requirement is not necessary, and symmetry transformations may include (a fraction of lattice-) translation. In particular, screw axes are possible. Some of them are right-handed (31, 41, 61, 62), some left-handed (32, 43, 64, 63) and some neutral (21, 42, 63).

Crystal system

All crystals are divided into seven groups, called crystal systems, according to their principal symmetry. From the lowest to the highest symmetry, the crystal systems are: triclinic, monoclinic, orthorhombic, tetragonal, trigonal, hexagonal, cubic. In another definition, the term ‘crystal system’ refers to the system of coordinates that most conveniently describes objects with a given symmetry. In general, those coordinate systems are non-Cartesian [i.e. can have axial units a, b, c, of any length and at any (not necessarily orthogonal) inclination α, β, γ, but must be compatible with the underlying symmetry].
Fractional and orthogonal coordinates

In crystallographic calculations (such as symmetry operations and Fourier summations), the atomic coordinates are expressed as fractions \((x, y, z)\) of the unit cell edges with respect to the origin of the unit cell. However, for stereochemical calculations and graphics display, orthogonal coordinates \((X, Y, Z)\), expressed in \(A\) in a Cartesian system, are more convenient. In the PDB, the orthogonal atomic coordinates are stored. The transformation from the orthogonal to the fractional coordinates is trivial in the orthorhombic, tetragonal and cubic systems, where \(x = X/a, y = Y/b\) and \(z = Z/c\), although it is more complicated in the triclinic, monoclinic, trigonal and hexagonal systems.

Point group

A symmetrical object usually has more than one symmetry element. Those symmetry elements must form consistent sets, called groups. For finite objects, those groups are called point groups (or consistent sets, called groups. For finite objects, those symmetry elements must form a mathematically abstract lattice based on vectors \(a^*, b^*, c^*\), which have inverse-type relationship with the vectors of the direct (or real) lattice (e.g. \(a a^* = 1, a b^* = 0, etc\.). These vectorial relations are very simple in orthogonal systems (e.g. \(a^* = 1/a\), etc., for unit cell dimensions) but are rather complicated in general. Although theoretically abstract, the reciprocal lattice has a very practical interpretation as there is one-to-one correspondence between the diffraction pattern of a crystal and its reciprocal lattice. Thus, a reciprocal-lattice point with coordinates \(hkl\) corresponds exactly to Bragg reflection with indices \(hkl\).

Unit cell

The smallest parallelepiped in the lattice whose translation (repetition) in the three lattice directions (vectors) \(a, b, c\) (which form its edges) recreates the entire crystal structure. From many possible choices, a conventional unit cell should be compatible with the symmetry of the space group. The smallest fragment, from which the entire unit cell can be recreated by symmetry, is called the asymmetric unit.

Bravais lattice

In some cases, nonprimitive unit cells have to be chosen to make the symmetry of the unit cell compatible with the symmetry of the entire lattice. Nonprimitive lattices, derived by Auguste Bravais, can have the following centering nodes: \(\frac{1}{2} \frac{1}{2} \frac{1}{2} (I)\), \(\frac{1}{2} \frac{1}{2} 0 (C)\) or \(0 \frac{1}{2} \frac{1}{2} 0 (F)\). Convention and symmetry considerations lead to 14 Bravais lattices in the seven crystal systems. The rhombohedral \((R)\) unit cell represents a special case; it has nodes only at its vertices but has a three-fold axis along its body diagonal. Consequently, it has a unique shape with \(a = b = c\) and \(\alpha = \beta = \gamma\) (different than 90\(^\circ\)).

Space group

Analogously to point groups, space groups are defined as consistent sets of symmetry elements of 3D lattices. A Hermann–Mauguin space-group symbol is formed by specifying the Bravais lattice and a list of symmetry elements in different directions, as in a point-group symbol. For example, \(P2_12_12_1\) is an orthorhombic space group, with primitive lattice and two-fold screw axes parallel to \(a, b\) and \(c\). There are 230 space groups, although only 65 of them do not include improper
symmetry and are thus possible for macromolecular crystals.

Bragg’s law

In Bragg’s interpretation, the phenomenon of diffraction is viewed as reflection from the lattice planes (hkl). The incident and reflected beams make the same angle (θ) with the reflecting plane, and the two beams and the plane normal are coplanar, as in geometrical optics. The difference, however, is that this is selective reflection, which can occur only at θ angles selected according to the specific values of wavelength λ and interplanar spacing d_{hkl} by Bragg’s law: nλ = 2d_{hkl}sinθ. This is because the rays reflected from consecutive planes must be in phase (i.e. must form an optical-path-difference equal to nλ). Note that the easy-to-measure angle between the incident and reflected beams is 2θ.

Friedel’s law

In nonresonant situations (no special phenomena effected by the X-ray quanta in the electron clouds of atoms in a crystal), X-rays are reflected in the same fashion from both sides of a set of lattice planes. In effect, the diffraction pattern is centro-symmetric (identical reflection intensities on both sides of the origin). This is expressed by the equation Ι(hkl) = Ι(−hkl), known as Friedel’s law. Friedel’s law is violated in the presence of atoms that scatter a given wavelength anomalously.

Systematic absences

Translational symmetry causes extinctions among Bragg reflections, called systematic absences. Nonprimitive lattice centering wipes out all reflections with certain index categories. I-centering systematically extinguishes all reflections with h + k + l odd, leaving only those for which h + k + l = 2n (where n stands for any integer). The reflections present with C-centering are h + k = 2n, and with F-centering only those are left for which all three indices have the same parity. Screw axes extinguish reflections on axes running in the reciprocal-lattice direction corresponding to the direction of the screw, although the extinction rule depends on the order of the axis and its pitch (but it does not depend on the handedness of the screw). For example, a 2₁ screw along b affects reflection of the 0k0 axis, leaving only those with k = 2n. A 6₁ (and 6₃) screw along c affects reflections of the 00l axis, leaving only those with l = 6n (multiple of 6). The analogous rule for 6₂ (and 6₄) is 00l with l = 3n and for 6₃ is 00l with l = 2n.

Structure factor

The physical quantity representing the amplitude and phase of the wave scattered by a crystal as reflection hkl is called the structure factor F(hkl) and is calculated by adding up the contributions of all scattering atoms in the unit cell with a proper exponential (phase) factor accounting for the phase differences of the partial wavelets: F(hkl) = Σf_iexp[2πi(hxᵢ + kyᵢ + lzᵢ)]. Those phase (or optical-path) differences result from the spatial distribution of the scattering atoms. f_i is called the atomic scattering factor (or form factor). It is obvious that, in general, F = |F|exp(α) is a complex quantity because it contains the imaginary unit i (=−1). This is why it can express both the amplitude (‘length’ or modulus of F, |F|) and phase (direction or inclination angle of the vector F in the Argand diagram, α) of the scattered wave. The structure factor contains information about the atomic structure of the crystal because its calculation depends on the coordinates x_j, y_j, z_j of all atoms in the unit cell. Mathematically, the structure factor is the Fourier transform of the electron density in the crystal. The intensity of reflection hkl is proportional to the square of the amplitude: Ι(hkl) = |F(hkl)|² (scale neglected).

Fourier transform

In Fourier theory, a function defined as F(h) = Σf(x)exp[2πi(hx)] has its almost identical twin companion, f(x) = ΣF(h)exp[−2πi(hx)] (scale neglected). In simple applications, these formulas (or Fourier transforms) can be interpreted as trigonometric Fourier series. The existence of this pair of Fourier transforms means that, if we have a recipe (+i transform) for calculating F expressed as a Fourier series in f, then, automatically, f can be calculated as a Fourier series in F (−i transform).

Phase problem

To be able to calculate electron density distribution in the crystal [p(xyz)] from the diffraction pattern using the Fourier transform p(xyz) = (1/V)ΣF(hkl)exp[−2πi(hx + ky + lz)], there is a need to know the complete information (i.e. the magnitude and the phase) of each structure factor. However, because only reflection intensities, or squares of structure factor amplitudes, are measured experimentally, the information about the phases is not available. For this reason, the simple Fourier transform above cannot be used until the phase problem has been solved (i.e. until the phases have been obtained in one way or another).
Atomic scattering factor

The atomic scattering factor (or formfactor) $f_j$ is the Fourier transform of the electron density (electron ‘cloud’) of a free atom of element $j$. For scattering of X-rays, it falls-off with the scattering angle, or $\sin \theta / \lambda$. At $\theta = 0$, $f$ is equal to the atomic number (number of electrons). In normal (nonresonant) scattering of X-rays by electrons, $f$ is real ($fo$). In resonant scattering, $f$ becomes complex, which is expressed by the formula $fa = fo + f^* + i$, where $f^*$ is called the dispersive (real) and $i$ the anomalous (absorptive or imaginary) correction.

Atomic displacement parameters (ADPs)

Atoms in crystals are never motionless; instead, they oscillate around their equilibrium positions and, in addition, their positions may vary slightly in different crystal unit cells. Those effects (dynamic and static disorder) smear the electron density and make atomic scattering less efficient, especially at high angles. To account for this, the atomic scattering factor $f_j$ must be multiplied by an exponential term with the ADP which takes the form $\exp[-B_j(\sin \theta / \lambda)^2]$. Sometimes, the parameter $B$ is called the temperature factor. $B$ is related to the displacement from the equilibrium position, $u$, in the following way: $B = 8\pi^2\langle u^2 \rangle$. Isotropic thermal model assumes the same (spherical) oscillation amplitude in all direction. This is not correct for bonded atoms, although the model is useful because it introduces only one parameter per atom ($B_{iso}$). The more adequate anisotropic model requires as many as six parameters per atom to define the general ellipsoid that describes the atomic motion. In protein models, it can only be used when the data resolution is higher than approximately 1.4 Å.

Electron density maps

Distribution of electrons, in the form of electron density ($e/\AA^3$), usually drawn as a map, represents the chemical constituents of the crystal interior. Electron density maps are the primary product of crystal structure determination by X-ray crystallography, and atomic models represent their chemical interpretation. This is the case because the X-rays are scattered by electrons. In general, electron density is the Fourier transform of the structure factors, represented by reflection amplitudes and phases. It is calculated as a summation of contributions of all reflections over a grid of points within the unit cell of the crystal:

$$\rho(\text{xyz}) = 1/V \sum_{hkl} |A(hkl)| \exp[\alpha(hkl)] \exp[-2\pi i(hx + ky + lz)]$$

where $\rho(\text{xyz})$ is the electron density at point $x$, $y$, $z$, $|A(hkl)|$ is the amplitude and $\alpha(hkl)$ is the phase of reflection $hkl$ and the summation runs over all available reflections.

Several types of maps are used, depending on the kind of the amplitude $|A|$ and phase $\alpha$. At the first stages of structure solution, the observed (measured) amplitudes $|F_{\text{obs}}|$ are used with phases estimated experimentally. For identification of the missing or incorrectly modelled structural features, the $F_{\text{obs}} - F_{\text{calc}}$ difference maps are used, calculated with differences between structure factor amplitudes observed in the experiment and calculated from the current model, and with calculated phases:

$$\Delta \rho(\text{xyz}) = 1/V \sum_{hkl} (|F_{\text{obs}}| - |F_{\text{calc}}|) \exp[\alpha_{\text{calc}}] \exp[-2\pi i(hx + ky + lz)]$$

Such a map shows positive density for new, unmodelled features and negative density for spurious fragments in the model. The use of $2F_{\text{obs}} - F_{\text{calc}}$ coefficients produces a map showing the electron density and the missing/spurious features simultaneously.

For the interpretation and rebuilding of the model during structure refinement, the electron density and difference maps are calculated using statistically $\sigma_A$ weighted terms ($mF_{\text{obs}} - DF_{\text{calc}}$) and ($2mF_{\text{obs}} - DF_{\text{calc}}$), where the additional coefficients $m$ and $D$ take into account the imperfections of the current model and phases.

To obtain an unbiased representation of a problematic structural fragment, it is very useful to calculate an ‘omit’ map. Such a map is a difference map calculated after deleting the suspicious fragment (up to approximately 10%) from the structural model and refining the remaining model to remove phase bias. Such a map should reproduce the missing fragment without the effect of ‘phase memory’, which may persist in the phase set from the initial, wrongly interpreted stages of model building.

Patterson function

Before the phase problem is solved, the elegant Fourier transform based on the structure factors $F(hkl)$ cannot be used to calculate the electron density map $\rho(\text{xyz})$. However, when only the values of $|F(hkl)|^2$ are
available, a similar Fourier transform can be calculated, called the Patterson map \( P(uvw) = (1/V) \Sigma |F(hkl)|^2 \exp\{-2\pi(i(hu + kv + lw)) \}. \) Mathematically, \( P(uvw) \) is an autocorrelation function, or convolution of the structure with its centrosymmetric image. Therefore, although \( p(xyz) \) represents the distribution of atoms, \( P(uvw) \) represents the distribution of all possible interatomic vectors, all drawn from a common origin. For large structures (many atoms N), it contains a huge number of peaks \( (N^2) \) and is not amenable to straightforward interpretation, although it does contain information about the crystal structure and can help in its solution because each pair of atoms has a unique peak whose height is proportional to the product of the atomic numbers. The Patterson function is always centrosymmetric and contains (Harker) sections with accumulation of peaks corresponding to symmetry-related atoms.

**Resolution**

In principle, a faithful reconstruction of an image (crystal structure) would require the use of all (infinite number) \( F(hkl) \) terms in the Fourier summation. This is impossible not only because of theoretical considerations (maximum \( \theta \) or minimum \( d_{hk} \) limitation in Bragg’s law), but also for practical reasons because the \( 2\theta \) angle has technical limitations and, especially, because protein crystals do not scatter X-rays to high angles. The minimum \( d \)-spacing corresponding to the highest \( \theta \) angle at which measurable diffraction has been recorded, is known as the resolution of the diffraction pattern. The resolution in the reciprocal lattice has immediate interpretation in the direct space, corresponding to the ability to distinguish points \( -d \) Å apart.

**Residual or crystallographic \( R \)-factor**

A measure of agreement of two (or several) sets of values, usually structure factor amplitudes \(|F|\) or reflection intensities \( I \). \( R \) is expressed as a fraction (often as a percentage) by calculating the sum of differences divided by the sum of all observations. For example, to monitor the refinement of a model, \( R \) (expected to be approximately 0.2 or lower for well-refined models) reports the agreement (or rather disagreement) between \( F_{\text{calc}} \) (calculated from the atomic coordinates) and \( F_{\text{obs}} \): \( R = (\Sigma |F_{\text{obs}} - |F_{\text{calc}}|)/\Sigma |F_{\text{obs}}| \). A better validation tool is \( R_{\text{free}} \), calculated for a subset of approximately 1000 randomly selected reflections that have been excluded from any model refinement. A model ‘improvement’ that increases \( R_{\text{free}} \) is then immediately recognized as a false step (even if \( R \) drops). A typical ‘sin’ is the introduction of too many (unwarranted by the experimental data) model parameters, which then tend to replicate the errors of the data. If \( R_{\text{free}} \) is significantly higher (by > 0.08) than \( R \), it signals overfitting (i.e. overinterpretation of the data).

In an analogous way, multiple observations of the same reflection intensities can be compared in \( R_{\text{merge}} \). Sometimes \( R \) is used to compare real-space values (e.g. experimental and calculated electron density). In this variant, \( R \) can be used to pinpoint problematic areas of the model, whereas, as the reciprocal-space variant, it is a global indicator.

**MIR and SIR**

Isomorphous derivatives are crystal structures differing from the native one only by the presence of a few electron-rich (heavy) atoms. By comparing the diffraction patterns of the derivative and native crystals, the locations of the heavy markers can be determined and they become the source of phase information. With multiple derivatives (MIR), the phase problem can be solved unambiguously. With a single derivative (SIR), some extra information is necessary (e.g. from anomalous scattering) to resolve the ambiguity.

**SAD/MAD**

By tuning the energy of X-ray photons to resonance with special (anomalous) atoms in the structure, the anomalous signal responsible for the breakdown of Friedel’s law can be enhanced. By measuring complete data sets at several wavelengths (MAD) near the absorption (resonance) edge (e.g. at the inflection point of the edge, at the absorption peak and at its high-energy tail), the anomalous scatterers can be located and then the reflection phases can be calculated analytically. The advantage of this method is the use of only one crystal with a suitable anomalous scatterer, usually selenium introduced into the protein sequence recombinantly in the form of Se-Met (as a substitute for Met). In the SAD variant, the simplification goes even further because only one data set with the anomalous signal is collected.

**MR**

A method for the solution of the phase problem based on the Patterson function and an existing approximate search model for the unknown structure. The atomic model provides a set of interatomic vectors, which are then matched against the peaks of the Patterson func-
tion of the unknown structure. If the model is sufficiently similar, the search algorithm will detect its orientation and translation in the unit cell.

**Direct methods**

Classic direct methods (DM) of phase determination exploit mathematical relationships (equalities and inequalities) between structure factors that restrict or fix their phases. The theory of DM is based on statistical laws of structure factor distributions, and so in essence the relationships are probabilistic. For the success of DM, the data must have atomic (i.e. 1.2 Å or higher) resolution and the number of (non-H) atoms to locate (N) cannot be too large (maximum of approximately 1000) because the phase probabilities have the square-root of N in the denominator. DM can be quite successful even at low resolution, however, when the goal is to locate a substructure of heavy atoms, where the distances between atoms are typically much longer than 1.2 Å. A variant of DM, which, in the strict sense, work in the reciprocal space, are *ab initio* methods, such as shake-and-bake, which use a dual-space approach to phase solution. Here, the phases are obtained by iterative application of the phase determination formulas in the reciprocal space and of educated discrimination between the potential atomic peaks in the electron density maps calculated inbetween.

**Ramachandran plot**

Because of the simple and repetitive nature of the atomic groups forming the polypeptide chain (…-N-C\(_x\)-CO-…), there are only three torsion angles that are repeated along a polypeptide chain: \(\phi\) (CO-N-C\(_x\)-CO), \(\psi\) (N-C\(_x\)-CO-N) and \(\omega\) (C\(_x\)-N-CO-C\(_x\)). The \(\omega\) peptide bond torsion angle is usually close to 180° (for trans peptides) or 0° (for the rare cis peptides) but the \(\phi/\psi\) angles for each residue are variable. Ramachandran showed that almost all pairs of \(\phi/\psi\) values are forbidden on a conformational map because of atomic collisions. The only allowed regions are for \(\phi/\psi\) angles of approximately -60°/-60° and -120°/120°. When repeated, the former combination leads to an \(\alpha\)-helix, and the latter to a chain in an extended \(\beta\)-conformation. Today, the Ramachandran plot is used in the opposite sense, namely to verify the correctness of the conformation of an experimental (or sometimes theoretical) model of a polypeptide chain. The original Ramachandran map is displayed as an energy-contour plot in the coordinates of the \(\phi/\psi\) angles, and the actual \(\phi/\psi\) values are marked against this background.

A correctly folded polypeptide chain should have >90% of all residues in the most favoured regions of the Ramachandran plot.

**Disorder**

Disordered fragments are those fragments of the crystal structure that are perturbed from the ideal periodicity of the crystal lattice and therefore do not follow the perfect crystalline ‘order’. Static disorder occurs when some atoms are located in somewhat different positions in different unit cells of the crystal. Dynamic disorder is related to (thermal) vibrations of atoms around their equilibrium position that smear them during the X-ray exposure. Both effects result in smearing of the electron density proportionally to the degree of disorder, up to the totally featureless level in the region of the bulk solvent. A small degree of disorder is usually described by the ADPs. Static disorder can often be modelled by multiple (rarely more than two) conformations of the relevant fragment with fractional occupancies. Severely disordered fragments are very difficult or simply impossible to model.
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